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The purpose of this article is to provide an introduction to the growing body of research on the development of scientific reasoning skills. The focus is on the reasoning and problem-solving strategies involved in experimentation and evidence evaluation. Research on strategy use in science has undergone considerable development in the last decade. Early research focused on knowledge-lean tasks or on tasks in which subjects were instructed to disregard prior knowledge. Klahr and Dunbar (1988) developed an integrated model of scientific discovery that has served as a framework to study the interaction of conceptual knowledge and the set of cognitive skills used in scientific reasoning. Researchers now take a more integrated approach, examining the development and use of strategies in moderately complex domains in order to examine the conditions under which subjects’ theories (or prior knowledge) influence experimentation, evidence evaluation, and belief revision. Recent findings from integrated studies of scientific reasoning have the potential to inform and influence science education and conceptualizations of science as both academic skill and content domain.

The purpose of this article is to provide a general introduction to the body of research in cognitive and developmental psychology conducted under the labels “scientific reasoning,” “scientific discovery,” and “scientific thinking.” There are three main reasons for reviewing this literature. First, within the last decade, there was a call to develop a distinct “psychology of science” (Gholson, Shadish, Neimeyer, & Houts, 1989; Tweney, Doherty, & Mynatt, 1981). Developmental psychologists, however, had been exploring aspects of scientific thinking long before, and concurrent with, this rallying call (e.g., Brewer & Samarapungavan, 1991; Carey, 1985; Carey, Evans, Honda, Jay, & Unger, 1989; Case, 1974; Dunbar & Klahr, 1989; see Flavell, 1963, for a summary of Piaget’s work 1921–1958; Inhelder & Piaget, 1958; Kaiser, McCloskey, & Proffitt, 1986; Karmiloff-Smith & Inhelder, 1974; Kuhn, Amsel, & O’Loughlin, 1988; Piaget, 1970; Siegler, 1978). Moreover,
science educators also have been interested in children’s understanding of both scientific concepts and the scientific enterprise (e.g., Aikenhead, 1989; American Association for the Advancement of Science, 1990; DeBoer, 1991; Eisenhart, Finkel, & Marion, 1996; Glaser, 1984; Miller, 1983; Norris, 1995, 1997; Posner, Strike, Hewson, & Gertzog, 1982; Ryan & Aikenhead, 1992; Science Council of Canada, 1984; Schauble & Glaser, 1990). That is, a “psychology of science” has existed for some time among researchers interested in children’s thinking. My first goal is to bridge the psychology of science and developmental literatures by reviewing the work at the intersection of these two areas.¹

Second, I want to highlight the considerable changes that have occurred within the study of scientific reasoning. Early research on scientific thinking concentrated on circumscribed aspects of the scientific discovery process (e.g., Siegler & Liebert, 1975; Wason, 1968). Within the last decade, however, researchers have used simulated discovery tasks in moderately complex domains in order to track participants as they explore, propose hypotheses, test hypotheses via experimentation, and acquire new knowledge in the form of revised hypotheses (e.g., Schauble, 1990, 1996). This evolution of the study of scientific thinking has made it an ideal arena in which to study the development of the cognitive skills implicated in reasoning, problem solving, and knowledge acquisition. Furthermore, these newer methods have generated findings that have the potential to inform researchers and teachers in science education.

This intersection with science education provides the third rationale for this review. In a recent Handbook of child psychology chapter, Strauss (1998) lamented the lack of communication between cognitive developmentalists and science educators despite the considerable overlap in the goals and interests of both groups. Strauss suggested that one of the reasons for this communication gap is that “Developmentalists often avoid studying the growth of children’s understanding of the science concepts that are taught in school” (p. 358). Strauss went on to outline two criteria for the content of future research that would inform both groups of researchers: (a) the content should be from, and have significance for, particular domains of science (e.g., temperature/heat concepts in physics, photosynthesis in biology) and (b) the content should have generality across the domains of science (e.g., evaluating evidence or arguments for theories). Developmentalists, however, have been conducting research in both of these content areas. Strauss (1998) acknowledges some of the psychological literature on concepts and misconceptions

¹ In a recent review, Feist and Gorman (1998) surveyed the “developmental, cognitive, personality, and social psychology of science” (p. 3). They focused on developmental precursors to becoming a professional scientist (e.g., mathematical ability, religious background) and reviewed only a fraction of the growing body of work on the development of scientific reasoning.
in science, but reviews only a handful of studies that exist on the development of domain-general scientific reasoning skills. To bridge this gap, my third goal is to provide a review of this literature for both audiences and to demonstrate how developmental research on scientific reasoning can be used to inform science educators.

The plan of the article is as follows. In the first section, I will provide a general overview of the two main approaches to the study of scientific thinking: one focused on the development of conceptual knowledge in particular scientific domains and a second focused on the reasoning and problem-solving strategies involved in hypothesis generation, experimental design, and evidence evaluation. Both approaches will be introduced to distinguish two different connotations of "scientific reasoning," but it is the second line of research that is the primary focus of this review. Next, I will introduce Klahr and Dunbar’s (1988) *Scientific discovery as dual search* (SDDS) model, which is a descriptive framework of the cognitive processes involved in scientific discovery. This framework represents an effort to integrate the concept-formation approach with the reasoning and problem-solving approach into a single coherent model.

In the second section, I will review major empirical findings using the SDDS model as a framework. The first subsection will include a brief review of research that has been focused on experimentation skills. In the second subsection, I will review the research on evidence evaluation skills. The last subsection will include a discussion of self-directed experimentation studies. In these integrative investigations of scientific reasoning, participants actively engage in all aspects of the scientific discovery process so that researchers can track the development of conceptual knowledge and reasoning strategies. I will conclude this subsection with some generalizations about development of skills and individual differences.

In the third and final section of the paper, I will provide a general summary around the points outlined above. Based on this review of the skills and strategies of scientific reasoning, I suggest the idea that science may best be taught as both an academic skill and a content domain.

**APPROACHES AND FRAMEWORK**

The most general goal of scientific investigation is to extend our knowledge of the world. "Science" is a term that has been used to describe both a body of knowledge and the activities that gave rise to that knowledge. In parallel, psychologists have been interested in both the *product*, or individuals’ knowledge about scientific concepts, and the *processes* or activities that foster that knowledge acquisition. Science also involves both the *discovery* of regularities, laws, or generalizations (in the form of hypotheses or theories) and the *confirmation* of those hypotheses (also referred to as justification or verification). That is, there has been interest in both the inductive processes involved in the generation of hypotheses and the deductive processes
used in the testing of hypotheses. Scientific investigation broadly defined includes numerous procedural and conceptual activities such as asking questions, hypothesizing, designing experiments, using apparatus, observing, measuring, predicting, recording and interpreting data, evaluating evidence, performing statistical calculations, making inferences, and formulating theories or models (Keys, 1994; Schauble, Glaser, Duschl, Schulze, & John, 1995; Slowiaczek, Klayman, Sherman, & Skov, 1992). Because of this complexity, researchers traditionally have limited the scope of their investigations by concentrating on either the conceptual or the procedural aspects of scientific reasoning. That is, focus has been on the acquisition and development of two main types of knowledge, namely, domain-specific knowledge and domain-general strategies.

The Domain-Specific Approach: Conceptual Knowledge about Science

One approach to studying the development of scientific reasoning has involved investigating the concepts that children and adults hold about phenomena in various content domains in science, such as biology (e.g., Carey, 1985; Hatano & Inagaki, 1994; Miller & Bartsch, 1997), evolution (e.g., Samarapungavan & Wiers, 1997), dinosaurs (e.g., Chi & Koeske, 1983), observational astronomy (e.g., Vosniadou & Brewer, 1992), and physics (e.g., Baillargeon, Kotovsky, & Needham, 1995; Hood, 1998; Kaiser et al., 1986; Clement, 1983; diSessa, 1993; Levin, Siegler, & Druyan, 1990; McCloskey, 1983; Pauen, 1996; Spelke, Phillips, & Woodward, 1995). The main focus has been on determining the naive mental models or domain-specific theories that children and adults hold about scientific phenomena and the progression of changes that these models undergo with experience.
or instruction. Historically, this approach has roots in the pioneering work of Piaget, who was interested in the development of various concepts such as time, number, space, movement, and velocity (e.g., Flavell, 1963; Inhelder & Piaget, 1958; Piaget, 1970). Individuals construct intuitive theories about their experiences with natural and social phenomena. These naive theories may or may not match currently accepted, scientific explanations of those same phenomena (Murphy & Medin, 1985; Vosniadou & Brewer, 1992). Of interest is the content and structure of these naive theories, possible misconceptions, conceptual change, and explanatory coherence (Samarapungavan & Wiers, 1997; Schauble, 1996; Thagard, 1989).

In the domain-specific approach, a typical scientific reasoning task consists of questions or problems that require participants to use their conceptual knowledge of a particular scientific phenomenon. For example, children were asked to answer questions about the earth such as “Is there an edge to the earth?” and “Can you fall off the edge?” (Vosniadou & Brewer, 1992, p. 553). In the domain of genetic inheritance, participants were asked to reason about issues such as the origins of anatomical and behavioral differences in species by answering questions such as “How does it come about that people have different color of eyes/hair?” and “How did the differences between horses and cows originate?” (Samarapungavan & Wiers, 1997, p. 174). In the domain of physics, individuals were instructed to draw the path of a ball as it exits a curved tube (Kaiser et al., 1986) or to predict the trajectory of a falling object (McCloskey, 1983).

In the previous examples, participants were using their current conceptual understanding (or “misconceptions”) to generate a solution to the task. They were not required to evaluate evidence, make observations, or conduct experiments to verify their solutions or answers.4 As there are several different domains of science, and numerous concepts of interest within each (e.g., within the domain of physics alone, different researchers have studied the concepts of gravity, motion, velocity, balance, heat/temperature, electricity, and force, to name a few), a thorough discussion of these literatures is not appropriate given the scope of this review. Reviews and collections of work on domain-specific concepts can be found in Carey (1985), Gelman (1996), Gentner and Stevens (1983), Hirschfeld and Gelman (1994), Keil (1989), Pfundt and Duit (1988), Sperber, Premack, and Premack (1995), and Wellman and Gelman (1992).

4 There are some exceptions to this claim. For example, both children and college students hold the belief that all parts of an object move at the same rate. Levin et al. (1990) used kinesthetic training to counter children’s single-object/single-motion intuitions. Children held a rod while walking around a pivot. On separate trials, they held either the far end of the rod or the near end of the rod (by the pivot). Children came to understand that they were required to move much faster when they held the far end of the rod; therefore, different points of a single object can move at different rates.
The Domain-General Approach: Introduction and Background

A second approach that has been taken to understand the development of scientific thinking has involved a focus on domain-general reasoning and problem-solving strategies that are involved in the discovery and modification of theories about categorical or causal relationships. These strategies include the general skills implicated in experimental design and evidence evaluation, where the focus is on the cognitive skills and strategies that transcend the particular content domain to which they are being applied. In their review of research on the acquisition of intellectual skills, Voss, Riley, and Carretero (1995) classified scientific reasoning as a “general intellectual skill.” Scientific thinking as defined in this approach involves the application of the methods or principles of scientific inquiry to reasoning or problem-solving situations (Koslowski, 1996). In contrast to the conceptual-development approach, participants are engaged in designing experiments (e.g., Schauble, 1996) or inspecting and evaluating the findings from a fictitious experiment (e.g., Kuhn et al., 1988).

This approach has historical roots in experimental psychology, in the body of research on reasoning and problem solving (e.g., VanLehn, 1989; Wason, 1960; Wason & Johnson-Laird, 1972). The study of scientific reasoning, in many respects, parallels the history of studying problem solving in general. Early approaches to problem solving involved knowledge-lean tasks that take minutes or hours to complete (e.g., the “insight problems” used by the Gestalt psychologists), whereas more recent approaches utilize multistep tasks (e.g., algebraic problems, the Tower of Hanoi) and knowledge-rich tasks in domains such as chess, computer programming, or medical diagnosis (e.g., VanLehn, 1989). Early attempts to understand scientific reasoning focused on simple, knowledge-lean tasks such as the Wason (1968) four-card selection task. The selection task is a test of conditional reasoning that was intended to simulate the process of selecting the best experiments to test or verify a scientific hypothesis (Oaksford & Chater, 1994).

In addition to examining the deductive components of scientific inference, Wason (1960; Wason & Johnson-Laird, 1972) created a knowledge-lean task that simulates the discovery of hypotheses. The 2–4–6 rule discovery task is a laboratory simulation of scientific discovery, in which participants postulate hypotheses, collect relevant experimental evidence, and then evaluate the evidence in order to accept or modify the initial hypothesis. The subject’s task is to determine the rule that governs the sequence of numbers in a triad. The original triad (2–4–6) is provided. Participants form a hypothesis, generate a triad (i.e., the “experiment”), receive feedback from the experimenter (i.e., the evidence), and then modify the hypothesis. The cycle continues until the subject discovers the rule (traditionally, “three numbers in ascending order”).

Initial investigations with adults focused on a what seemed to be a perva-
sive “confirmation bias” that existed, even among scientists (e.g., Mahoney & DeMonbreun, 1977). Confirmation bias refers to the general tendency of participants to propose triads that conform to—and thus if found to be such confirm—the hypothesis under consideration (Baron, 1994; Koslow-ski & Maqueda, 1993). For example, if the hypothesis under consideration is “numbers increasing by two,” a participant might suggest triads such as 3–5–7 or 10–12–14. This characterization of participants’ normative behavior as incorrect or fallible resulted from comparing it to prescriptions from Popper’s (1959) falsificationist philosophy. The correct way to test a hypothesis, according to this prescription, is to try to falsify it. In the given example, the participant following the falsificationist strategy would suggest triads such as 3-6-9 or 8-10-6 because these triads have the potential to disconfirm the hypothesis under consideration.

Klayman and Ha (1987) provided an insightful reinterpretation of participants’ behavior when they noted that there is a distinction between the test choice (i.e., the proposed triad) and the expected outcome. It is not the triad itself (e.g., proposing triad 7–9–11) that confirms or disconfirms a hypothesized rule, but the answer or feedback that one receives (e.g., the answer “conforms to rule” for 7–9–11 disconfirms the hypothesis “even numbers increasing by two” but provides confirmatory evidence for “numbers increasing by two”). Klayman and Ha referred to the strategy that participants typically use as the positive test strategy. The positive test strategy can yield information that can either confirm or disconfirm a hypothesis. Likewise, a negative test strategy can yield information that will either confirm or disconfirm a hypothesis. For example, proposing 1–2–3 or 6–4–2 when the current hypothesis is “numbers increasing by two” is a negative test. The result of this test provides the evidence that determines the fate of the hypothesis under consideration, not the test strategy utilized.

Given Klayman and Ha’s (1987) reconceptualization of the task, recent investigations have focused on the different strategies that participants use for generating experimental tests (e.g., positive test, negative test, counterfactual, win–stay lose–shift) and the conditions that influence different strategy use and success (e.g., discovery versus evaluation; under conditions of possible error; abstract versus semantic content; broad versus narrow rules; discovering one versus two rules; listing hypotheses before experimentation) (Farris & Revlin, 1989; Gorman, 1989; Kareev & Halberstadt, 1993; Klayman & Ha, 1989; Penner & Klahr, 1996b; Tukey, 1986; Wharton, Cheng, & Wickens, 1993).

Studies using the 2–4–6 task with children are rare, however. This dearth of developmental studies could be due, in part, to Wason and Johnson-Laird (1972) reporting that children generally discover the rule fairly quickly because they are less familiar with numerical relationships. Adults are more likely to draw upon their conceptual knowledge of relational properties, number facts, and mathematical terms such as odd–even, positive–negative,
rational–irrational, and prime–factorable (Tukey, 1986) to suggest rules such as ‘‘the figures have to have an L.C.D.’’ (lowest common denominator), or ‘‘the middle number is the arithmetic mean of the other two’’ (Wason & Johnson-Laird, 1972, pp. 208, 209). We know very little about developmental differences in strategy use for the 2–4–6 task. Children’s performance on other scientific reasoning tasks will be discussed following a discussion of Klahr and Dunbar’s (1988) framework for scientific discovery.

Integration of Concepts and Strategies: A Framework for the Scientific Discovery Process

The two contrasting approaches outlined represent different conceptualizations about what the development of scientific reasoning involves. In some respects, the different approaches reflect a lack of agreement concerning which type of acquisition (i.e., concepts or strategies) is more important for accounting for developmental differences in scientific reasoning (Dunbar & Klahr, 1989; Klahr, Fay, & Dunbar, 1993; Kuhn et al., 1988). As mentioned previously, however, these two approaches have used different types of tasks that emphasize either conceptual knowledge or experimentation strategies. Moreover, ‘‘science’’ can be characterized as both product and process. Klahr and Dunbar (1988) recognized the importance of both product (concept formation or knowledge acquisition) and process (experimental design and evidence evaluation skills) and have developed an integrated model of the cognitive processes involved in scientific activity. The SDDS framework incorporates domain-general strategies with domain-specific knowledge. Some necessary background information will be followed by a description of the model itself, which delineates the major types of cognitive processes involved in the different phases of scientific discovery.

Background

The SDDS model was influenced by the work and assumptions of Simon and his colleagues (e.g., Newell & Simon, 1972; Simon & Lea, 1974; Langley, Simon, Bradshaw, & Zytkow, 1987). Simon (1973, 1986, 1989) argued that scientific discovery is a problem-solving activity that uses the same information-processing mechanisms that have been identified in other problem-solving contexts. Prior to this, scientific discovery was viewed as the more mysterious, intuitive, or creative aspect of science, whereas the processes involved in the verification or falsification of hypotheses (once discovered) could be studied systematically. For example, Popper (1959) asserted that ‘‘there is no such thing as a logical method of having new ideas’’ (p. 31).

Scientific ‘‘reasoning’’ is the most common label for the research approaches outlined thus far. A careful examination of what is involved in scientific inquiry should reveal that it involves aspects of both problem solving and reasoning (Copi, 1986, Chap. 14; Giere, 1979). Haberlandt (1994)
defines problem solving as “the achievement of a goal within a set of constraints” (p. 365). Evans (1993) defines reasoning as “the central activity in intelligent thinking. It is the process by which knowledge is applied to achieve most of our goals” (p. 561). Definitions of reasoning and problem solving, often indistinguishable, include the idea of goals and the idea that direct retrieval of a solution from memory is not possible. The scientific discovery process is best conceptualized as including both reasoning and problem-solving skills with the ultimate goal of generating, and then appraising, the tenability of a hypothesis about a causal or categorical relationship.

One of the main generalizations about problem-solving processes is the use of heuristic searches (e.g., Hunt, 1994; Newell & Simon, 1972; VanLehn, 1989). A problem solver constructs or develops a representation of the problem situation (i.e., the problem space) in order to generate a solution within some set of constraints (Haberlandt, 1994; Simon, 1986). A problem space includes the initial state, a set of operators that allow movement from one state to another, and a goal state or solution. Many information-processing approaches adopt the idea that goal-oriented behavior in general involves a search through problem spaces (Klahr, 1992). In fact, some authors argue that all complex cognition is best viewed as problem solving (e.g., Anderson, 1993; Dunbar, 1998; Klahr & Simon, 1999; Hunt, 1994; VanLehn, 1989).

The SDDS Model

Klahr and Dunbar (1988; Dunbar & Klahr, 1989) conceived of scientific reasoning as problem solving that is characterized as a guided search and information gathering task. The primary goal is to discover a hypothesis or theory that can account for some pattern of observations in a concise or general form (Klahr, 1994). Klahr and Dunbar argued that scientific discovery is accomplished by a dual search process. The search takes place in two related problem spaces—the hypothesis space and the experiment space. The search process is guided by prior knowledge and previous experimental results.

With respect to searching hypothesis space, Klahr and Dunbar (1988) noted the difference between “evoking” and “inducing” a hypothesis. The key difference is that in some situations, one can use prior knowledge in order to constrain the search of hypothesis space, while in other situations, one must make some observations (via experimentation) before constructing an initial hypothesis. The latter scenario relies more heavily on inductive reasoning, while the former may rely on memory retrieval. One implication of this distinction is that the search through experiment space may or may not be constrained by a hypothesis. Initial search through the space of experiments may be done in the service of generating observations. In order to test a hypothesis, once induced, the search process involves finding an experiment that can discriminate among rival hypotheses. The search through these
two spaces requires different representations of the problem and may require
different heuristics for moving about the problem spaces.

The first two cognitive processes of scientific discovery involve a coor-
dinated, heuristic search. The third process of the SDDS model involves evi-
dence evaluation. This process was initially described as the decision made
on the basis of the cumulative evidence, that is, the decision to accept, reject,
or modify the current hypothesis. Initially, Klahr and Dunbar emphasized the
‘‘dual search’’ nature of scientific discovery, while the evidence evaluation
process was somewhat neglected in the overall discovery process. In more
recent descriptions, Klahr has elaborated upon the evidence evaluation pro-
cess, indicating that it involves a comparison of results obtained through ex-
perimentation with the predictions derived from the current hypothesis
(Klahr & Carver, 1995; Klahr et al., 1993). The additional focus on this
component of scientific reasoning is the result of a line of work by Kuhn
and her colleagues (e.g., Kuhn, Amsel, & O’Loughlin, 1988; Kuhn, 1989).
Kuhn has argued that the heart of scientific thinking lies in the skills at differ-
entiating and coordinating theory (or hypotheses) and evidence.

Klahr and Dunbar’s original description of the model highlighted the dual
search coordination, but updated descriptions acknowledge that scientific
discovery tasks depend upon the coordination and integration of all three
components (Klahr, 1994; Klahr et al., 1993; Penner & Klahr, 1996a). Fur-
thermore, Klahr grants there are many factors that may influence the amount,
type, and strength of evidence needed to make a decision regarding the status
of a hypothesis. Klahr et al. also observed that bias (or strength of prior
belief) in favor of a particular hypothesis may affect which aspects of evi-
dence are attended to and encoded. Given that the model integrates both
concepts and strategies, it is worth noting that a tacit assumption of Klahr
and Dunbar’s model is that no negative connotation is attached to the idea
that people rely on prior knowledge to constrain the search of hypothesis
space or to construct an initial hypothesis. Consideration of prior knowledge
is treated as scientifically legitimate. The issue of the legitimacy of consider-
ing prior knowledge (or theory) when collecting or evaluating evidence is
a controversial one and will be discussed in more detail below.

The SDDS framework captures the complexity and the cyclical nature
of the process of scientific discovery. The framework incorporates many
component processes that previously had been studied in isolation. Table 1
provides a depiction of the cognitive processes associated with the three
major components of scientific discovery (columns) and the two knowledge
types (rows) involved in the SDDS framework (from Klahr, 1994; Klahr &
Carver, 1995). Most investigations of scientific reasoning can be situated
along these two dimensions. The SDDS model, as represented in Table 1,
can be used as a framework for the review of the empirical investigations
in the next section even though much of that work was not conducted with
### Summary

Scientific discovery is a complex activity that requires the coordination of several higher level cognitive skills, including heuristic search through problem spaces, inductive reasoning, and deductive logic. The main goal of scientific investigation is the acquisition of knowledge in the form of hypotheses that can serve as generalizations or explanations (i.e., theories). Psychologists have investigated the development of scientific concepts and the development of strategies involved in the discovery and verification of hypotheses. In initial studies of scientific thinking, researchers examined these component processes in isolation or in the absence of meaningful content (e.g., the 2–4–6 task). Klahr and Dunbar (1988) have suggested a framework for thinking about scientific reasoning in a more integrated manner. The SDDS framework is a descriptive account of the processes involved in concept formation and strategy development in the service of scientific discovery. In the next section I will review major empirical findings, beginning with early efforts to study scientific reasoning, in which only particular aspects of scientific discovery were of interest (as represented by the particular cells in Table 1), and ending with a description of more recent investigations that have focused on the integration of the processes and knowledge types represented by the SDDS framework as a whole.

### MAJOR EMPIRICAL FINDINGS

Thus far I have described only in very general terms the main approaches to studying scientific reasoning and an attempt to integrate the major components of scientific activity into a single framework. In this section I will...
describe the main findings or generalizations that can be made about human performance and development on simulated discovery tasks. Initial attempts to study scientific reasoning began with investigations that followed a “divide-and-conquer” approach by focusing on particular cognitive components, as represented by the cells in Table 1 (Klahr, 1994). The important findings to come out of this component-based approach will be described first. In the first two sections, I will concentrate on studies involving experimentation (cell E) and evidence evaluation (cell F), respectively. As mentioned previously, research that is focused exclusively on domain-specific hypotheses (i.e., cell A), exemplified by work on the development of conceptual knowledge in various domains such as biology or physics (e.g., Carey, 1985; McCloskey, 1983), has been reviewed elsewhere (e.g., Wellman & Gelman, 1992). In the third section, I will review investigations that use self-directed experimentation tasks. This recent line of research involves simulated discovery tasks that allow researchers to investigate the dynamic interaction between domain-general strategies (i.e., experimentation and evidence evaluation skills) and conceptual knowledge in moderately complex domains. These tasks are superficially similar to the 2–4–6 rule discovery task in that they focus on the three major processes of scientific discovery (cells D, E, and F). The key difference, however, is that these tasks are also focused on the interdependence of strategies with domain-specific knowledge (cells A through F).

Research on Experimentation Skills

Experimentation is an ill-defined problem for most children and adults (Schauble & Glaser, 1990). In the terminology of problem solving a well-defined problem is one in which the initial state, goal state, and operators are known, as in the case of solving an arithmetic problem or the Tower of Hanoi puzzle (Dunbar, 1998; VanLehn, 1989). This contrasts with ill-defined problems, in which the problem solver may be uncertain of any or all of the components (initial state, operators, goal state). The goal of an experiment is to test a hypothesis or an alternative (Simon, 1989). Although it is has been argued that there is no one “scientific method” (e.g., Bauer, 1992; Shamos, 1995; Wolpert, 1993), it can be argued that there are several charac-
teristics common to experimentation across content domains. At a minimum, one must recognize that the process of experimentation involves generating observations that will serve as evidence that will be related to hypotheses. Klahr and Dunbar (1988) discussed the “multiple roles of experimentation” with respect to generating evidence. Experimentation can serve to generate observations in order to induce a hypothesis to account for the pattern of data produced (discovery context) or to test the tenability of an existing hypothesis under consideration (confirmation/verification context).

Ideally, experimentation should produce evidence or observations that are interpretable in order to make the process of evidence evaluation uncomplicated. One aspect of experimentation skill is to isolate variables in such a way as to rule out competing hypotheses. An alternative hypothesis can take the form of a specific competing hypothesis or the complement of the hypothesis under consideration. In either case, the control of variables and the systematic combinations of variables are particular skills that have been investigated.

Early approaches to examining experimentation skills involved minimizing the role of prior knowledge in order to focus on the strategies that participants used. That is, the goal was to examine the domain-general strategies that apply regardless of the content to which they are applied (i.e., cell E in Table 1). For example, building on the research tradition of Piaget (e.g., Inhelder & Piaget, 1958), Siegler and Liebert (1975) examined the acquisition of experimental design skills by 10- and 13-year-old children. The problem involved determining how to make an electric train run. The train was connected to a set of four switches and the children needed to determine the particular on/off configuration required. The train was in reality controlled by a secret switch so that the discovery of the correct solution was postponed until all 16 combinations were generated. In this task, there was no principled reason why any one of the combinations would be more or less likely. That is, the task involved no domain-specific knowledge that would constrain the hypotheses about which configuration was most likely.

An analogous task is the colorless liquid task used by Inhelder and Piaget (1958) and Kuhn and Phelps (1982). Four different flasks of colorless fluid were presented to 10- and 11-year-old children. The researcher demonstrated that by adding several drops of a fifth fluid, one particular combination of fluids changed color. The children’s task was to determine which of the fluids or combinations of fluids was needed to reproduce the demonstration. Again, an individual could not use domain knowledge of the fluids (e.g., color or smell) to identify a likely hypothesis. Therefore, the only way to succeed on the task was to produce the complete combinatorial system. These studies demonstrated that the development of systematic, rule-governed behavior is an important precursor for competence in experimentation involving multiple variables and factorial combinations (Siegler, 1978). An equally important finding from the Siegler and Liebert study was that, in addition to in-
structional condition and age, record keeping was a significant mediating factor for success in producing the complete combinatorial solution. The 13-year-olds were more aware of their memory limitations, as most kept records. The 10-year-olds did not anticipate the need for records, but those who relied on memory aids were more likely to produce the complete factorial combination.

Tschirgi (1980) looked at one aspect of hypothesis testing in “natural” problem situations. Story problems were used in which two or three variables were involved in producing either a good or a bad outcome (e.g., baking a good cake, making a paper airplane) and therefore involved some domain knowledge (i.e., cells B and E of Table 1). Adults and children in Grades 2, 4, and 6 were asked to determine which levels of a variable to vary in order to produce a conclusive test of causality. In the cake scenario, for example, there were three variables: type of shortening (butter or margarine), type of sweetener (sugar or honey), and type of flour (white or whole wheat). Participants were told that a story character baked a cake using margarine, honey, and whole wheat flour and believed that the honey was responsible for the (good or bad) outcome. They were then asked how the character could prove this and were given three options to choose from: (a) baking another cake using the same sweetener (i.e., honey), but changing the shortening and flour; (b) using a different sweetener (i.e., sugar), but the same shortening and flour; or (c) changing all the ingredients (i.e., butter, sugar, and white flour).

Tschirgi (1980) found that in familiar, everyday problem situations, the type of outcome influenced the strategy for generating an experiment to produce evidence. In all age groups, participants looked for confirmatory evidence when there was a “positive” outcome. That is, for positive outcomes, they used a “Hold One Thing At a Time” (HOTAT) strategy for manipulating variables (choice a above). They selected disconfirmatory evidence when there was a “negative” outcome, using the more valid “Vary One Thing At a Time” (VOTAT) strategy (choice b above). The only developmental difference was that the sixth graders and adults (but not second and fourth graders) were aware of the appropriateness of the VOTAT strategy. Tschirgi suggested that the results supported a model of natural inductive logic that develops through everyday problem-solving experience with multivariable situations. That is, individuals base their choice of strategy on empirical foundations (e.g., reproducing positive effects and eliminating negative effects), not logical ones.

Sodian, Zaitchik, and Carey (1991) investigated whether children in the early school years understand the difference between testing a hypothesis and reproducing an effect. The tasks used by Siegler and Liebert (1975), Kuhn and Phelps (1982), and Tschirgi (1980) all involve producing effects and cannot be used to address this issue. Sodian et al. presented children in the first and second grades with a story situation in which two brothers dis-
agree about the size of a mouse in their home. One brother believes the mouse is small, and the other believes it is large. The participants were shown two boxes with different-sized openings (or "mouse houses") that contained food. In the feed condition children were asked to select the house that should be used if the brothers wanted to make sure the mouse could eat the food, regardless of its size. In the find out condition the children were asked to decide which house should be used to determine which brother is correct about the size of the mouse. Further questions prompted the children for what they could find out with each box (e.g., "Can a big mouse fit in a house with a small opening?"). If a child can distinguish between the goal of testing a hypothesis and generating an effect (i.e., feeding the mouse), then he or she should select different houses under the two conditions.

Over half of the first graders answered the series of questions correctly (with justifications) and 86% of the second graders correctly differentiated between conclusive and inconclusive tests. It is important to point out, however, that the children were provided with the two mutually exclusive and exhaustive hypotheses and, moreover, were provided with two mutually exclusive and exhaustive experiments from which to select (Klahr et al., 1993). In a second experiment, similar results were found with a task in which the story characters were trying to determine whether a pet aardvark had a good or a poor sense of smell. In the aardvark task, however, participants were not presented with a forced choice between a conclusive and an inconclusive test. Spontaneous solutions were generated by about a quarter of the children in both grades. For example, some children suggested the story characters should place some food very far away. If the aardvark has a good sense of smell, then it will find the food. The results support the general idea that children as young as 6 can distinguish between a conclusive and an inconclusive test of a simple hypothesis.

In summary, researchers interested in experimentation skills have focused on the production of factorial combinations and the isolation of variables on tasks in which the role of prior knowledge was minimized. An important precursor for success in producing a combinatorial array in the absence of domain-specific knowledge is systematic or rule-governed behavior, which appears to emerge around age 5. An awareness of memory limitations and of the importance of record keeping appears to emerge between the ages of 10 and 13. With respect to the isolation of variables, there is evidence that the goal of the experiment can affect the strategies selected. When the hypothesis to be tested can be construed as involving a positive or negative outcome, second-, fourth-, and sixth-grade children and adults select valid experimental tests when the outcome is negative, but use a less valid strategy when the outcome is positive. What develops is an awareness of the appropriateness of the VOTAT strategy selected in the case of negative outcomes. When domain knowledge can be used to view the outcome as positive, even adults do not appear to have developed an awareness of the inappropriateness
of the HOTAT strategy. The research reviewed in this section provides evidence that, under conditions in which producing an effect is not at issue, even children in the first grade understand what it means to test a hypothesis by conducting an experiment and, furthermore, that children as young as 6 can differentiate between a conclusive and an inconclusive experiment.

Research on Evidence Evaluation Skills

The evaluation of evidence as bearing on the tenability of a hypothesis has been of central interest in the work of Kuhn and her colleagues (1989, 1991, 1993a,b; Kuhn et al., 1988; Kuhn, Schauble, & Garcia-Mila, 1992; Kuhn, Garcia-Mila, Zohar, & Andersen, 1995). Kuhn (1989) has argued that the defining feature of scientific thinking is the set of skills involved in differentiating and coordinating theory (or hypothesis) and evidence. Fully developed skills include the ability to consciously articulate a theory, to understand the type of evidence that could support or contradict that theory, and to justify the selection of one of competing theories that explain the same phenomenon. The ability to consider alternative hypotheses is an important skill, as evidence may relate to competing hypotheses. Kuhn has asserted that the skills in coordination of theory and evidence are the "most central, essential, and general skills that define scientific thinking" (Kuhn, 1989, p. 674). That is, these skills can be applied across a range of content areas. By defining scientific thinking as the metacognitive control of this coordination process, the thinking skills used in scientific inquiry can be related to other formal and informal thinking skills (e.g., medical, legal, historical, and "everyday" thinking skills) (Kuhn, 1991, 1993a,b).

In the evidence evaluation studies to be reviewed, the evidence provided for participants to evaluate is covariation evidence. In the first section, I will provide a general description of what is meant by covariation evidence and generalizations about tasks used in the studies to be reviewed. Then, early studies of rule use in the evaluation of covariation evidence will be described. In the second section I will summarize the landmark work of Kuhn, Amsel, and O’Loughlin (1988). The third section will be devoted to the critical reactions to Kuhn et al.’s methodology along with attempts to improve upon that work. Koslowski’s (1996) criticisms are especially important and will be discussed in a separate section. Koslowski’s criticisms revolve around the assumptions of the primacy of covariation evidence in making inductive causal inferences. This section includes a description of corroborating evidence from related fields. In the last section, I complete the discussion with a general summary and conclusions about the assumptions of evidence evaluation studies.

Covariation Evidence: General Description and Early Research

With respect to determining causal relationships, Hume (1758/1988) identified the covariation of perceptually salient events as one potential cue that
two events are causally related. Even young children have a tendency to use the covariation of events (antecedent and outcome) as one indicator of causality (e.g., Inhelder & Piaget, 1958; Kelley, 1973; Shultz, Fisher, Pratt, & Rulf, 1986; Shultz & Mendelson, 1975). Covariation between events, however, is a necessary but not a sufficient cue for inferring a causal relationship (Shaklee & Mims, 1981).

In covariation, there are four possible combinations of the presence and the absence of antecedent (or potential cause) and outcome (see Table 2). In the case of perfect covariation, one would find only cases in which both the antecedent and the outcome were present together (cell A) and cases in which they were both absent (cell D). This cell represents instances that confirm a relationship between two events. However, in a noisy and imperfect world, cases exist in which there is a violation of the sufficiency of causal antecedent (cell B). In these cases, the antecedent that is assumed to be causal is present, but the outcome is absent. There are also cases that violate the necessity of the causal antecedent (cell C), in which the outcome occurs in the absence of the assumed cause. Frequencies in cells A and D confirm that a relationship exists between two events, and frequencies in cells B and C provide disconfirming evidence (Shaklee & Mims, 1981).

The correct rule for determining covariation between events is the conditional probability strategy, in which one compares \( P(A \mid (A+C)) \) with \( P(B \mid (B+D)) \). Mathematically, this simply requires a comparison of the frequency ratio in cells \( A \div (A+C) \) with \( B \div (B+D) \) (Shaklee & Paszek, 1985). If the ratios are the same, then there is no relationship between the antecedent (presumed cause) and the outcome (i.e., in statistical terms, the variables are independent). If there is a difference between these ratios, then the events covary (i.e., a relationship may exist).^6

^6 It is not clear how large the difference must be in order to conclude that the two events are related (i.e., not independent). When scientists analyze data in the form of contingency tables, it is appropriate to conduct significance tests (e.g., compute a \( \chi^2 \) statistic and associated probability). This issue is not well articulated in any of the studies using tasks with covariation evidence and requires further empirical and conceptual work.
In evidence evaluation tasks involving covariation of events, participants are provided with data corresponding to the frequencies in the cells of a $2 \times 2$ contingency table (i.e., represented in either tabular or pictorial form). The pattern could represent perfect covariation, partial (or imperfect) covariation, or no correlation between the two events. The task may require participants to evaluate a given hypothesis in light of the evidence or to determine which hypothesis the pattern of data support. In either case, the focus is on the inferences that can be made on the basis of the evidence (i.e., in most cases, participants were instructed to disregard prior domain knowledge). Experimental design skills are not of interest.

Early work on covariation detection was conducted by Shaklee and her colleagues (e.g., Shaklee & Mims, 1981; Shaklee & Paszek, 1985; Shaklee, Holt, Elek, & Hall, 1988). Shaklee investigated participants’ ability to make judgments based on patterns of covariation evidence. Children in Grades 2 through 8 and adults were presented with a series of $2 \times 2$ contingency tables. The data in the table represented two events that may or may not be related (e.g., healthy/sick plant and the presence/absence of bug spray). The task was to determine, given the pattern of evidence, which hypothesis was supported (i.e., if the events are related and the direction of the relationship if any). Participants may use different strategies or rules to judge event covariation, so contingency tables were specifically constructed such that a characteristic pattern of performance would result, depending upon the rule used. This procedure is analogous to the rule-assessment approach described in Siegler (1976, 1981).

Shaklee and her colleagues found a general trend in the rules used to weigh the evidence in the contingency tables. It was predicted that younger children (Grades 2, 3, and 4) would use the frequency reported in cell A to make a judgment and proceed developmentally to a rule in which they compare frequencies in cells A vs. B. However, the cell A strategy was not common. The most sophisticated strategy that participants seemed to use, even as adults, was to compare the sums-of-diagonals. The conditional probability rule was used only used by a minority of participants, even at the college level. Adults could readily learn this rule, if they were shown how to compare the relevant ratios (see footnote 6). Children in Grades 4 through 8 could be taught to use the sums-of-diagonals rule (Shaklee et al., 1988). In many respects, the task in this form has more to do with mental arithmetic or naive data analysis (i.e., computing $\chi^2$ without a calculator) and less with identification of covariation between events (Holland, Holyoak, Nisbett, & Thagard, 1986). Shaklee’s work, however, demonstrated that participants’ judgments were rule-governed and that they did consider the information from all four cells but in a less than ideal manner.

*The Work of Kuhn, Amsel, and O’Loughlin (1988)*

Kuhn et al. (1988) were not concerned with the rules participants used to combine information in the cells. Their primary motivation was to examine...
how participants reconcile prior beliefs with covariation evidence presented to them. Kuhn et al. also used simple, everyday contexts, rather than phenomena from specific scientific disciplines. In an initial theory interview, participants’ beliefs about the causal status of various variables were ascertained. For example, in Studies 1a and 1b, adults and sixth and ninth graders were questioned about their beliefs concerning the types of foods that make a difference in whether a person caught a cold (35 foods in total). Four variables were selected based on ratings from the initial theory interview: two factors that the participant believed make a difference in catching colds (e.g., type of fruit and type of cereal) and two factors the participant believed do not make a difference (e.g., type of potato and type of condiment). This procedure allowed the evidence to be manipulated such that covariation evidence could be presented which confirmed one existing causal theory and one noncausal theory. Likewise, noncovariation evidence was presented that disconfirmed one previously held causal theory and one noncausal theory. The specific manipulations, therefore, were tailored for each person in the study.

Kuhn et al.’s (1988) general method involved the presentation of covariation data sequentially and cumulatively. Participants were asked a series of questions about what the evidence shows for each of the four variables. Responses were coded as either evidence-based or theory-based. To be coded as evidence-based, a participant’s response to the probe questions had to make reference to the patterns of covariation or instances of data presented (i.e., the findings of the scientists). For example, if shown a pattern in which type of cake covaried with getting colds, a participant who noted that the sick children ate chocolate cake and the healthy kids ate carrot cake would be coded as having made an evidence-based response. In contrast, theory-based responses made reference to the participant’s prior beliefs or theories about why the scientists might have found that particular relationship. In the previous example, a response that chocolate cake has “sugar and a lot of bad stuff in it” or that “less sugar means your blood pressure doesn’t go up” (Kuhn, 1989, p. 676) would be coded as theory-based.

Kuhn et al. were also interested in both inclusion inferences (an inference that two variables are causally related) and exclusion inferences (an inference of no relationship between variables). Participants’ inferences and justification types could be examined for covariation evidence versus noncovariation evidence and in situations where the prior theory was causal or noncausal. Other variations in the other studies included (a) examining the effects of explicit instruction; (b) use of real objects for evidence (e.g., tennis balls with various features) versus pictorial representations of data; (c) task instructions to relate the evidence to multiple theories instead of a single theory; and (d) a reciprocal version of the task in which the participant generates the pattern of evidence that would support and refute a theory.

Through the series of studies, Kuhn et al. found certain patterns of responding. First, the skills involved in differentiating and coordinating theory
and evidence, and bracketing prior belief while evaluating evidence, show a monotonic developmental trend from middle childhood (Grades 3 and 6) to adolescence (Grade 9) to adulthood. These skills, however, do not develop to an optimum level even among adults. Even adults have a tendency to meld theory and evidence into a single representation of ‘‘the way things are.’’ Second, participants have a variety of strategies for keeping theory and evidence in alignment with one another when they are in fact discrepant. One tendency is to ignore, distort, or selectively attend to evidence that is inconsistent with a favored theory. For example, the protocol from one ninth grader demonstrated that upon repeated instances of covariation between type of breakfast roll and catching colds, he would not acknowledge this relationship: ‘‘They just taste different . . . the breakfast roll to me don’t cause so much colds because they have pretty much the same thing inside [i.e., dough]’’ (Kuhn et al., p. 73, elaboration added).

A second tendency was to adjust a theory to fit the evidence. This practice seems perfectly reasonable, but the bothersome part is that this ‘‘strategy’’ was often outside a participant’s conscious control. Participants were often unaware of the fact that they were modifying a theory. When asked to recall their original beliefs, participants would often report a theory consistent with the evidence that was presented and not the theory as originally stated. An example of this is one ninth grader who did not believe type of condiment (mustard versus ketchup) was causally related to catching colds. With each presentation of an instance of covariation evidence, he acknowledged the evidence and elaborated a theory based on the amounts of ingredients or vitamins and the temperature of the food the condiment was served with (Kuhn et al., p. 83). Kuhn argued that this tendency suggests that the subject’s theory does not exist as an object of cognition. That is, a theory and the evidence for that theory are undifferentiated—they do not exist as separate entities.

Third, there were a variety of errors involved in understanding covariation evidence and its connection to causality. There were also problems in understanding noncovariation. For example, when asked to generate a pattern of evidence that would show that a factor makes no difference in an outcome, participants often produced covariation evidence in the opposite direction of that predicted by their own causal theory.

**Criticisms of Kuhn et al. (1988)**

Koslowski (1996) considers the work of Kuhn and her colleagues to be a significant contribution to research on scientific thinking, in part because it raises as many questions as it answers. Various authors have criticized the Kuhn et al. research, however, on both methodological and conceptual grounds (e.g., Amsel & Brock, 1996; Koslowski, Okagaki, Lorenz, & Umbach, 1989; Ruffman, Perner, Olson, & Doherty, 1993; Sodian, Zaichik, & Carey, 1991).
Sodian et al. (1991) first questioned Kuhn et al.’s interpretation that third- and sixth-grade children cannot distinguish between their beliefs (i.e., theories) and the evidence that would confirm or disconfirm those beliefs. Sodian et al. deliberately chose story problems in which children did not hold strong prior beliefs and they used a task that was less complex than those used by Kuhn et al. (1988). In order to demonstrate that children differentiate beliefs and evidence, they selected a task that did not require a judgment about one causal factor while simultaneously ruling out the causal status of three other potential variables (each with two values). As described in the previous section, Sodian et al.’s research demonstrated that even first- and second-grade children can distinguish between the notions of “hypothesis” and “evidence” by selecting or generating a conclusive test of a simple hypothesis.

Ruffman, Perner, Olson, and Doherty (1993) examined children’s abilities (aged 4 to 7) to form hypotheses on the basis of covariation evidence. They also used less complex tasks with fewer factors to consider than Kuhn et al. (1988). When only one potentially causal factor (type of food) covaried perfectly with outcome (tooth loss), children as young as 6 years old could form a hypothesis that the factor is causally responsible. Ruffman et al. also ascertained that 6-year-olds were able to form a causal hypothesis on the basis of a pattern of covariation evidence (i.e., imperfect evidence).

In order to rule out the possibility that children were simply describing a state of affairs, Ruffman et al. tested if 4- to 7-year-olds understood the predictive properties of the hypothesis formed on the basis of covariation evidence. Children were asked to evaluate evidence and then form a hypothesis about which characteristics of tennis rackets were responsible for better serves (e.g., racket size, head shape). They were then asked which tennis racket they would buy and how good the next serve would be. The results were consistent with the idea that by age 7, children understood that the newly formed hypothesis could be used to make predictions.

Ruffman et al. deliberately chose factors that were all equally plausible. Correct performance in the Kuhn et al. tasks was defined by considering covariation evidence as more important than the implausible hypothesis it was intended to support. For example, in Studies 3 and 4 of Kuhn et al., adults and third, sixth, and ninth graders were to evaluate evidence to determine the features of tennis balls that resulted in good or poor serves (i.e., color, texture, ridges, and size). Most children and adults do not believe that color is causally related to the quality of a tennis serve. Ruffman et al. argued that revising prior beliefs (e.g., about the causal power of color) is more difficult than forming new theories when prior beliefs do not exist or are not held with conviction. Literature on inductive inference supports this claim (e.g., Holland et al., 1986).

Amsel and Brock (1996) examined whether children (second/third grade, sixth/seventh grade) and adults evaluated covariation evidence independently of prior beliefs. They also used a task that was less complex and
cognitively demanding than Kuhn et al. (1988). Amsel and Brock argued that causal judgments should be assessed independently of the justification for that judgment and that these judgments about the causal status of variables should be assessed on a scale that reflects certainty, rather than a forced choice (i.e., the factor is causal, noncausal, or neither).

Unlike Ruffman et al.’s (1993) criticism about strong prior beliefs, the participants in Amsel and Brock’s study were selected only if they did hold strong prior beliefs concerning the variables. That is, participants believed that a relationship exists between the health of plants and the presence/absence of sunshine and that no relationship exists between health of plants and the presence/absence of a charm (represented as a four-leaf clover). Children in second/third grade, sixth/seventh grade, college students, and non-college adults were presented with four data sets to evaluate given by the factorial combination of prior belief (causal or noncausal) by type of contingency data (perfect positive correlation vs. zero correlation). Participants were asked whether giving the plants (sun/no sun) or (charm/no charm) was causally related to whether the plants were healthy or sick and to respond only based on the information given and not what they know about plants.

Standard covariation evidence served as the control (four instances in a 2 × 2 contingency table), while three conditions involved “missing data.” Participants in the control group were presented with four data instances that represented covariation (or noncovariation) between the putative causal factor and the outcome. Participants in the three missing data conditions were shown two additional instances in which either the antecedent was unknown, the outcome was unknown, or both were unknown. Amsel and Brock reasoned that if participants were evaluating the evidence independent of their strongly held prior beliefs, then the judgments in the control and missing data conditions should be the same. That is, participants would simply ignore the evidentially irrelevant missing data. If they were using prior beliefs, however, they might try to explain the missing data by judging the variables as consistent with their prior beliefs. If they were using newly formed beliefs, then judgments would be consistent with the new belief and pattern of evidence (causal with covariation evidence; noncausal with noncovariation).

College adults were most like the “ideal reasoner” (i.e., defined as someone whose causal certainty scores were based solely on the four instances of contingency data). Both groups of children (second/third grade and sixth/seventh grade) judged the causal status of variables consistent with their prior beliefs even when the evidence was disconfirming. The noncollege adults’ judgments tended to be in between, leading the authors to suggest that there are differences associated with age and education in making causal judgments independently of prior beliefs. In the missing data conditions, participants did not read into or try to explain the missing data. Rather, the effect was to cause the children of both grade levels, but not the adults, to be less certain about the causal status of the variables on the outcome. There
was an age and education trend for the frequency of evidence-based justifications. When presented with evidence that disconfirmed prior beliefs, children from both grade levels tended to make causal judgments consistent with their prior beliefs. When confronted with confirming evidence, however, both groups of children and adults made similar judgments.

In this section I have outlined the research that was conducted based on criticisms of Kuhn et al.’s (1988) methodology, including issues about task complexity, plausibility of factors, participants’ method of responding (e.g., certainty judgments versus forced choice), and data coding (e.g., causal judgments and justifications assessed jointly or separately). In the next section, I discuss Koslowski’s (1996) criticisms of Kuhn et al. in particular and of studies employing covariation evidence in general.

Koslowski’s (1996) Criticisms

Koslowski (1996) argued that researchers contributing to the psychological literature on scientific reasoning have used tasks in which correct performance has been operationalized as the identification of causal factors from covariation evidence while suppressing prior knowledge and considerations of plausibility. She argued that this overemphasis on covariation evidence has contributed to either an incomplete or a distorted picture of the reasoning abilities of children and adults. In some cases, tasks were so knowledge-lean (e.g., the colorless liquids task) that participants did not have the opportunity to use prior knowledge or explanation, thus contributing to an incomplete picture. Knowledge-rich tasks have been used, but definitions of correct performance required participants to disregard prior knowledge. In this case, a distorted picture has resulted. As in Klahr and Dunbar’s (1988) integrated model, Koslowski treats it as legitimate to rely on prior knowledge when gathering and evaluating evidence. Koslowski presented a series of 16 experiments to support her thesis that the principles of scientific inquiry are (and must be) used in conjunction with knowledge about the world (e.g., knowledge of plausibility, causal mechanism, and alternative causes).

The role of causal mechanism. Koslowski questioned the assumptions about the primacy of covariation evidence. One of the main concerns in scientific research is with the discovery of causes. Likewise, in much of the research on scientific reasoning, tasks were employed in which participants reason about causal relationships. Psychologists who study scientific reasoning have been influenced by the philosophy of science, most notably the empiricist tradition which emphasizes the importance of observable events. Hume’s strategy of identifying causes by determining the events that covary with an outcome has been very influential. In real scientific practice though, scientists are also concerned with causal mechanism, or the process by which a cause can bring about an effect. Koslowski noted that we live in a world full of correlations. It is through a consideration of causal mechanism that we can determine which correlations between perceptually salient events
should be taken seriously and which should be viewed as spurious. For example, it is through the identification of the *Escherichia coli* bacterium that we consider a causal relationship between hamburger consumption and illness or mortality. It is through the absence of a causal mechanism that we do not consider seriously the classic pedagogical example of a correlation between ice cream consumption and violent crime rate.⁷

In the studies by Kuhn et al. (1988) and others (e.g., Amsel & Brock, 1996), correct performance entailed inferring causation from covariation evidence and lack of a causal relationship from noncovariation evidence. Evidence-based justifications are seen as superior to theory-based justifications. In study 4, for example, a ninth grader was asked to generate evidence to show that the color of a tennis ball makes a difference in quality of serve and responded by placing 8 light-colored tennis balls in the “bad serve” basket and 8 dark-colored balls in the “good serve” basket. When asked how this pattern of evidence proves that color makes a difference, the child responds in a way that is coded as theory-based: “These [dark in *Good* basket] are more visible in the air. You could see them better” (Kuhn et al., 1988, p. 170). Participants frequently needed to explain why the patterns of evidence were sensible or plausible. Kuhn asked “Why are they unable simply to acknowledge that the evidence shows covariation without needing first to explain why this is the outcome one should expect?” (p. 678). Kuhn argued that by not trying to make sense of the evidence, participants would have to leave theory and evidence misaligned and therefore need to recognize them as distinct. Koslowski (1996), in contrast, would suggest this tendency demonstrates that participants’ naive scientific theories incorporate information about both covariation and causal mechanism. In the case of theories about human or social events, Ahn, Kalish, Medin, and Gelman (1995) also presented evidence demonstrating that college students seek out and prefer information about causal mechanism over covariation when making causal attributions (e.g., determining the causes of an individual’s behavior).

Koslowski (1996) presented a series of experiments to support her thesis about the interdependence of theory and evidence in legitimate scientific reasoning. In most of these studies, she demonstrated that participants (sixth graders, ninth graders, adults) do take mechanism into consideration when evaluating evidence in relation to a hypothesis about a causal relationship. In initial studies, Koslowski demonstrated that even children in sixth grade consider more than covariation when making causal judgments (Koslowski & Okagaki, 1986; Koslowski et al., 1989).

In subsequent studies, participants were given problem situations in which a story character is trying to determine if some target factor (e.g., a gasoline additive) is causally related to an effect (e.g., improved gas mileage). They

---

⁷ We also use this pedagogical example to illustrate the importance of considering additional variables that may be responsible for both outcomes (i.e., high temperatures for this example).
were then shown either perfect covariation between target factor and effect or partial covariation (four of six instances). Perfect correlation was rated as more likely to indicate causation than partial correlation. Participants were then told that a number of plausible mechanisms had been ruled out (e.g., the additive does not burn more efficiently, the additive does not burn more cleanly). When asked to rate again how likely it was that the additive is causally responsible for improved gas mileage, the ratings for both perfect and partial covariation were lower for all age groups.

Koslowski also tried to determine if participants would spontaneously generate information about causal mechanisms when it was not cued by the task (Experiment 16). Participants (sixth grade, ninth grade, adults) were presented with story problems in which a character is trying to answer a question about, for example, whether parents staying in the hospital improves the recovery rate of their children. Participants were asked to describe whatever type of information might be useful for solving the problem. Half of the participants were told that experimental intervention was not possible, while the other half were not restricted in this manner. Almost all participants showed some concern for causal mechanism, including expectations about how the target mechanism would operate. Although the sixth graders were less likely to generate a variety of alternative hypotheses, all age groups proposed appropriate contrastive tests.

In summary, Koslowski argues that sound scientific reasoning requires “bootstrapping,” that is, using covariation information and mechanism information interdependently. Scientists, she argues, rely on theory or mechanism to decide which of the many covariations in the world are likely to be causal (or merit further study). To demonstrate that people are reasoning in a scientifically legitimate way, one needs to establish that they rely on both covariation and mechanism information and that they do so in a way that is judicious. As shown in the previous studies, participants did treat a covarying factor as causal when there was a possible mechanism that could account for how the factor might have brought about the effect and were less likely to do so when mechanism information was absent. Moreover, participants at all age levels showed a concern for causal mechanism even when it was not cued by the task.

Considerations of plausibility. In another study (Experiment 5), participants were asked to rate the likelihood of a possible mechanism to explain covariations that were either plausible or implausible. Participants were also asked to generate their own mechanisms to explain plausible and implausible covariations. When either generating or assessing mechanisms for plausible covariations, all age groups (sixth graders, ninth graders, adults) were comparable. When the covariation was implausible, sixth graders were more likely to generate dubious mechanisms to account for the correlation.

In some situations, scientific progress occurs by taking seemingly implausible correlations seriously (Wolpert, 1993). Similarly, Koslowski argued
that if people rely on covariation and mechanism information in an interdependent and judicious manner, then they should pay attention to implausible correlations (i.e., those with no apparent mechanism) when the implausible correlation occurs often. Koslowski provided an example from medical diagnosis, in which discovering the cause of Kawasaki’s syndrome depended upon taking seriously the implausible correlation between the illness and having recently cleaned carpets. In Experiment 9, sixth and ninth graders and adults were presented with an implausible covariation (e.g., improved gas mileage and color of car). Participants rated the causal status of the implausible cause (color) before and after learning about a possible way that the cause could bring about the effect (improved gas mileage). In this example, participants learned that the color of the car affects the driver’s alertness (which affects driving quality, which in turn affects gas mileage). At all ages, participants increase their causal ratings after learning about a possible mediating mechanism. In addition to the presence of a possible mechanism, a large number of covariations (four instances or more) was taken to indicate the possibility of a causal relationship for both plausible and implausible covariations (Experiment 10).

Corroborating evidence from other literatures. Research from the literature on conceptual development can be used to corroborate Koslowski’s argument that both children and adults hold rich prior theories that include information about covariations and theoretically relevant causal mechanisms. With respect to concepts, a distinct theoretical domain is defined as including four properties, including a distinct ontology, causal mechanisms, unobservable constructs, and coherent relations among theoretical constructs (Wellman & Gelman, 1998; cited in Siegler & Thompson, 1998). Although the story situations used in any of the studies reported may or may not be considered an “autonomous domain” like biology (e.g., Solomon, Johnson, Zaitchik, & Carey, 1996), it seems possible that the theories children hold incorporate some of these properties (i.e., whether the naive theory is about diet and health, how to make a good cake, or how tennis ball characteristics affect quality of serve). Brewer and Samarapungavan (1991) argued that children’s theories about the sun–moon–earth system embody the same essential characteristics of scientific theories (e.g., they are integrated, consistent, and not perceptually bound and have explanatory power). The key difference is that the child, although taking a rational approach to the sun–moon–earth system and his or her theories about it, lacks the accumulated knowledge and experimental methodology of the institution of science.

Research from the literature on causal reasoning can be used to demonstrate that people use information other than covariation when making causal attributions. White (1988) presented a review of the origins and development of causal processing. Although covariation is common in both physical and social domains there are several other cues-to-causality such as generative transmission (i.e., an effect is attributed to a cause if it is capable of generat-
ing the appropriate effect), \textit{intended action} (versus reflexive or accidental causes), \textit{temporal contiguity} (e.g., when cause and effect overlap in time), and \textit{spatial contiguity} (e.g., when cause and effect make spatial contact) (Shultz, Fisher, Pratt, & Rulf, 1986; White, 1988). Use of these cues appears around age 3 and develops in preschoolers by the age of 5. The use of covariation as a cue to causality appears later in development, in part because other cues-to-causality are preferred and used by preschoolers. Also, covariation evidence is difficult to process for several reasons including memory demands (White, 1988), the effort required to weigh the $2 \times 2$ instances (i.e., the conditional-probability rule) (Shaklee & Paskek, 1985), and general difficulties in processing negative information (Bassoff, 1985). That is, it is difficult to process the “instances” in which both the antecedent and the outcome are absent. Therefore, the use of covariation evidence is prone to errors and is used imperfectly, even by adults (White, 1988).

There is also evidence to support the idea that individuals consider possible alternative causes when making causal judgments. Schustack and Sternberg (1981) were interested in determining the types of evidence undergraduate adults consider when making inductive causal inferences. The instructions encouraged participants to consider the information presented in contingency tables and prior knowledge about causes involved in the task scenarios. Using regression analysis, Schustack and Sternberg determined that participants considered the information in all four cells of a $2 \times 2$ contingency table. In addition to the data, the presence of possible alternative causes that can explain the outcome was taken into consideration when making judgments about causality based on covariation evidence. Cummins (1995; Cummins, Lubart, Alksnis, & Rist, 1991) presented undergraduate participants with arguments about causes and effects couched in conditional statements. The causal statements varied with respect to the number of possible alternative causes or disabling conditions. These two factors had a systematic effect on participants’ judgments about the strength of the causal relationship, such that conclusions for arguments that had fewer alternative causes or disabling conditions were found to be more acceptable.

\textit{Summary of Evidence Evaluation Research}

The research conducted by Koslowski (1996) along with related research on conceptual development and causal reasoning was presented to demonstrate that both children and adults hold rich causal theories about “everyday” and scientific phenomena (Brewer & Samarapungavan, 1991; Murphy & Medin, 1985). These theories incorporate information about covariation between cause and effect, causal mechanism, and possible alternative causes for the same effect. Plausibility is a general constraint on the generation and modification of theories (Holland et al., 1986). Without such constraints, individuals would be overwhelmed by the countless number of possible correlations in a complex world.
One clear message from the initial attempts to study the “domain-general” process of evidence evaluation is that both children and adults typically do not evaluate patterns of evidence in a theoretically empty vacuum (i.e., in terms of Table 1, cells C and F are implicated, not F alone). It seems clear that it is necessary for researchers to reflect on the distinction between performance that reflects a fundamental bias and performance that reflects a consideration of plausibility, causal mechanism, and alternative causes, but that is still scientifically legitimate. Correct performance in the evidence evaluation studies reviewed involved “bracketing” or ignoring theoretical considerations. Koslowski argued that it is scientifically legitimate to attend to theoretical considerations and patterns of evidence in scientific reasoning. To do otherwise provides a distorted view of the reasoning abilities of children and adults. Because of the discrepancy between the assumptions used in early investigations (e.g., Kuhn et al., 1988) and later investigations (e.g., Koslowski, 1996), the picture concerning the development of evidence evaluation skills is somewhat unclear. Early studies support the idea that even adults have difficulty reasoning in a scientifically legitimate manner, whereas later studies demonstrated that even sixth graders reason in accord with the principles of scientific inquiry.

A second message from these studies is that it is important to consider not only the coordination of theory and evidence (Kuhn et al., 1988), but the coordination of theory with evidence evaluation and experimentation skills. Participants in many of Koslowski’s studies were not explicitly designing experiments, but they were reasoning in a manner consistent with someone who understands that confounding factors affect the process of evidence evaluation and judgments about the tenability of a hypothesis. In a recent line of research described next, investigators have addressed the issues of the interdependence of theoretical considerations and experimentation strategies for generating and evaluating evidence along with considerations about the development of these skills.

Self-Directed Experimentation: An Integrated Approach to Scientific Reasoning

In the decade since the appearance of the SDDS framework (Klahr & Dunbar, 1988) there has been a move toward research in which participants take part in all three phases of scientific activity. Interestingly, one of the earliest simulated discovery tasks—Wason’s (1960) 2–4–6 task—included...
all components as well. Unlike the rule discovery task though, researchers
examine the development of both domain-specific knowledge and domain-
general strategies.

The objective is to construct a picture of the reciprocal influences of strategy on
knowledge and knowledge on strategy by focusing on a topic in which individuals
have some beginning conceptions but then engage in self-directed experimentation to
confirm, extend, or change those beginning theories. (Schauble, Glaser, Raghavan, &
Reiner, 1991a, p. 203)

Rather than describe each study in detail, I will provide a description of the
common features of this approach, including common measures. I will then
highlight the main findings with respect to developmental changes and indi-
vidual differences.

General Features of the Self-Directed Experimentation Studies

In self-directed experimentation studies individuals participate in all
phases of the scientific investigation cycle (hypothesis generation, experi-
mentation, evidence evaluation, and hypothesis revision). Participants ex-
plore and learn about a multivariable causal system through activities initi-
ated and controlled by the participant. There are two main types of
“systems.” In the first type of system, participants are involved in a hands-
on manipulation of a physical system, such as the BigTrak robot (Dunbar &
Klahr, 1989) or the canal task (i.e., a tank with an adjustable floor in which
one tests the speed of boats which vary in size, weight, etc.; Kuhn et al.,
1992). The second type of system is a computer simulation, such as the
Daytona microworld (to discover the factors affecting the speed of race cars)
(Schauble, 1990) or Voltaville (a computer-based electric circuit lab) (Schau-
ble et al., 1992). The systems vary in complexity from fairly simple (e.g.,
Daytona) to moderately complex domains such as hydrostatics (Schauble,
1996) and molecular biology (e.g., Dunbar, 1993; Okada & Simon, 1997).

These systems allow the experimenter to be in control of participants’
prior knowledge and the “state of nature” (Klahr, 1994), but in a way that
is not arbitrary, like the rule discovery task (Wason, 1960), or artificial, like
the task of determining the “physics” of a simulated universe (i.e., describ-
ing the motions of particles based on shape and brightness) used by Mynatt,
Doherty, and Tweney (1978). One aspect of this control over the system is
that some of the variables are consistent with participants’ prior beliefs and
some are inconsistent. The starting point is the participant’s own theory,
which presumably is the result of naive conceptions and formal education.
Participants hold prior beliefs for both types of systems. For example, people
hold strong beliefs that weight is a factor in how fast objects sink (Penner &
Klahr, 1996a; Schauble, 1996) and that the color of a race car does not affect
speed (Kuhn et al., 1992). By starting with the participants’ own theories,
the course of theory revision can be tracked as participants confirm prior conceptions and deal with evidence that disconfirms prior beliefs.

There are two additional features that are common to a subset of the self-directed experimentation studies. The first involves length of time with the task. In some cases, participants work on a problem-solving task for one experimental session, while others involve repeated exposure to the problem-solving environment, often over the course of weeks. The microgenetic method is common to many self-directed experimentation studies because it allows researchers to track the process of change by observing participants as they engage in the task on multiple occasions (Siegler & Crowley, 1991). Researchers can observe both the development of domain knowledge and the individual variability in strategy usage by which that knowledge is acquired (Kuhn, 1995). The microgenetic studies reviewed typically involve observing only children (e.g., fifth and sixth graders in Schauoble, 1990) or comparing one group of children (Grade 4) and one group of adults (Kuhn et al., 1995). In more complex domains such as electricity, only adults’ performance (nonscience undergraduates) is tracked over a period of weeks (e.g., Schauoble et al., 1991a).

Second, in some studies, participants are provided with some type of external memory system, such as a data notebook or record cards to keep track of plans and results, or access to computer files of previous trials. Tweney et al. (1981) noted that many of the tasks used to study scientific reasoning are somewhat artificial, in that real scientific investigations involve aided cognition. This aspect is important because it is ecologically valid and the task remains centered on reasoning and problem solving and not memory. However, given the importance of metacognition (e.g., Kuhn, 1989; Kuhn et al., 1995), it is possible to determine at what point children and adults recognize their own memory limitations as they navigate through a complex task.

A final feature, not generally acknowledged, is that these systems provide other cues-to-causation. In the previous section, I outlined Koslowski’s (1996) arguments concerning the importance of information other than covariation. Although causal mechanisms typically are unobservable, other cues-to-causation are present, such as contiguity in time and space, temporal priority, intended action, and generative transmission (e.g., Corrigan & Denton, 1996; Shultz et al., 1986; Sophian & Huber, 1984; White, 1988). Rather than reading data tables (e.g., Shaklee & Mims, 1981) or inspecting pictorial representations of evidence (e.g., Kuhn et al., 1988), participants can observe the antecedent (putative cause) and outcome (effect). Causal (and noncausal) relationships are discovered and confirmed through the generation of evidence via experimentation, which are initiated by the participants’ own activities and developing theories. In Schauoble’s (1996) most recent study, participants’ references to causal mechanisms in the domains of hydrostatics and
hydrodynamics were noted (e.g., unobservable forces such as “currents,” “resistance,” “drag,” and “aerodynamics”).

Common Measures

Given the cyclical nature of the discovery process, and the context of multiple sessions, many different types of observations can be made as the participants explore a causal system. There are several measures that are common to this type of study. Typically, there was some measure of success, that is, how many participants were successful at determining the function of the RPT button for a programmable robot (e.g., Dunbar & Klahr, 1989) or at determining the causal and noncausal factors in a simulated laboratory (e.g., Schauk, 1990). Knowledge acquisition is often of interest so studies include an assessment of comprehension or knowledge gain. For example, in the Voltaville study by Schauk et al. (1992), students’ understanding of electricity concepts was measured before and after their exploration sessions.

Researchers recorded participants’ plans as well as their predictions before an individual experiment was carried out. The number of inferences the participants made were recorded, along with whether they were inclusion inferences (i.e., that a factor is causal) or exclusion inferences (i.e., that a factor is not causal). Inferences were also coded as being either valid or invalid (i.e., based on sufficient evidence and a controlled design). Justifications for inferences were recorded, and they were coded as being evidence-based or theory-based. Other measures of interest were the percentage of experiment-space searched and the proportion of experiments that were conservative (i.e., based on a VOTAT strategy of variable manipulation). Use of data management was also noted (e.g., the percentage of experiments and outcomes recorded).

Developmental Differences in Self-Directed Experimentation Studies

Differences between children and adults were common across studies. I will make some generalized statements about patterns of change across the 14 self-directed experimentation studies that have been published since 1988 (see Table 3 for a summary of characteristics and main findings for each study). Three studies included both children and adults as participants, six reported data from children only (typically Grades 3 through 6), and five used adult participants only. These generalizations must be considered quite tentative because of the small number of studies and the dearth of studies with an adequate cross section of age groups.

Children’s performance (third to sixth graders) was characterized by a number of tendencies: to generate uninformative experiments, to make judgments based on inconclusive or insufficient evidence, to vacillate in their judgments, to ignore inconsistent data, to disregard surprising results, to focus on causal factors and ignore noncausal factors, to be influenced by prior
<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Task domain(s)</th>
<th>Unique feature</th>
<th>Main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Klahr and Dunbar (1988)</td>
<td>Undergraduates with and without programming experience</td>
<td>BigTrak robot (discovery of a new function)</td>
<td>Development of SDDS model</td>
<td>Two main strategies of discovery: search hypothesis space (theorists) and search experiment space (experimenters); scientific reasoning characterized as problem solving involving integrated search in two problem spaces</td>
</tr>
<tr>
<td>Dunbar and Klahr (1989)</td>
<td>Experiment 3: Grades 3–6 (with LOGO training)</td>
<td>BigTrak robot (discovery of a new function)</td>
<td>Focus on SDDS and developmental differences</td>
<td>Experiment 3: Given the same data, children proposed different hypotheses than adults; subjects had difficulty abandoning current hypothesis (did not search H-space, or use experimental results); subjects did not check if hypothesis was consistent with prior data; experiments were designed to prove current hypothesis rather than discover a correct one</td>
</tr>
<tr>
<td>Schauble (1990)</td>
<td>Grade 5/6</td>
<td>Daytona microworld (cars)</td>
<td>Microgenetic study of evolving beliefs and reasoning strategies</td>
<td>Exploratory strategies improved with time; invalid heuristics preserved favored theories; children using valid strategies gained better understanding of microworld structure</td>
</tr>
<tr>
<td>Schauble, Glaser, Raghavan, and Reiner (1991a)</td>
<td>Undergraduates (non-science majors)</td>
<td>Voltaville (electric circuits)</td>
<td>Role of conceptual model on strategies of experimentation</td>
<td>Good and poor learners (identified by gain scores) differed in sophistication of conceptual model, goal-directed planning, generating and interpreting evidence, data management, and algebraic competence</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Task/Context</td>
<td>Design</td>
<td>Findings</td>
</tr>
<tr>
<td>-------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>Schauble, Klopfer, and Raghavan (1991b)</td>
<td>Grade 5/6</td>
<td>Canal task (hydrodynamics), Spring task (hydrostatics)</td>
<td>Scientist context (goal = understanding), Engineering context (goal = optimization)</td>
<td>Subject’s belief about goal important; Science context resulted in broader exploration and more attention to all variables (including noncausal variables) and all possible combinations than in Engineering context; greatest improvement when exploring engineering problem first, followed by science problem.</td>
</tr>
<tr>
<td>Kuhn, Schauble, and Garcia-Mila (1992)</td>
<td>Grade 4, Grade 5/6</td>
<td>Daytona microworld (cars), canal task (boats), sports company research (balls)</td>
<td>Transfer paradigm (across domains)</td>
<td>Developmental change in microgenetic context not specific to a single content domain; coexistence of more and less advanced strategies; domain knowledge alone does not account for development of scientific reasoning; codevelopment with reasoning strategies.</td>
</tr>
<tr>
<td>Schauble, Glaser, Raghavan, and Reiner (1992)</td>
<td>Undergraduates (non-science majors)</td>
<td>Black boxes task (electric circuits)</td>
<td>Role of conceptual model for understanding a physical system</td>
<td>Appropriate domain knowledge and efficient experimental strategies both required for successful reasoning; hierarchy of causal/conceptual models; each associated with characteristic strategies for evidence generation and interpretation and data management.</td>
</tr>
<tr>
<td>Dunbar (1993)</td>
<td>Undergraduates with training in biology</td>
<td>Simulated molecular genetics laboratory</td>
<td>Episode from the history of science (discovery of genetic inhibition)</td>
<td>Study 1: Attending to evidence inconsistent with current hypothesis led to solution; Study 2: Subject’s goal was to discover two mechanisms (one consistent, one inconsistent with current hypothesis); twice as many subjects found correct solution; goal affects success/errors.</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Task domain(s)</td>
<td>Unique feature</td>
<td>Main findings</td>
</tr>
<tr>
<td>-------</td>
<td>--------------</td>
<td>----------------</td>
<td>----------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Klahr, Fay, and Dunbar (1993)</td>
<td>Undergraduates, community college students, and Grades 3 and 6</td>
<td>BigTrak microworld (discovery of a new function)</td>
<td>Initial hypothesis provided (incorrect and plausible or implausible)</td>
<td>Developmental differences in domain-general heuristics for search and coordination of searches in experiment and hypothesis spaces; adults more likely to consider multiple hypotheses; children focus on plausible hypotheses; plausibility affects dual search</td>
</tr>
<tr>
<td>Kuhn, Garcia-Mila, Zohar, and Andersen (1995)</td>
<td>Community college students, Grade 4</td>
<td>Daytona (cars), canal task (boats), TV enjoyment task, school achievement task</td>
<td>Transfer paradigm (across physical and social domains)</td>
<td>Strategic progress maintained by both groups when problem content changed midway; social domain lagged behind physical domain; coexistence of valid and invalid strategies for children and adults (i.e., strategy variability not unique to periods of developmental transition)</td>
</tr>
<tr>
<td>Penner and Klahr (1996a)</td>
<td>10-, 12-, and 14-year-olds</td>
<td>Sinking objects task</td>
<td>Participants hold strong prior (incorrect) beliefs about role of weight</td>
<td>Prior belief affected initial goal (i.e., to demonstrate effect of weight); all children learned effects of other factors (e.g., material, shape) via experimentation; older children more likely to view experiments as testing hypotheses; younger children experimented without explicit hypotheses</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Tasks and Activities</td>
<td>Training Approach</td>
<td>Findings</td>
</tr>
<tr>
<td>------------------</td>
<td>------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Schauble (1996)</td>
<td>Noncollege adults, Grade 5/6</td>
<td>Canal task (hydrodynamics), Spring task (hydrostatics)</td>
<td>Continuous measures (varying effect sizes and measurement error)</td>
<td>Success required both valid strategies and correct beliefs (bidirectional relation); children and adults referred to causal mechanisms; variability in measurements limited progress in understanding, i.e., hard to distinguish error from small effect size—interpretation depends on theory</td>
</tr>
<tr>
<td>Okada and Simon (1997)</td>
<td>Undergraduate science majors</td>
<td>Simulated molecular genetics laboratory</td>
<td>Singles vs. pairs of participants</td>
<td>Pairs more successful in discovery and more active in explanatory activities (e.g., considering alternative hypotheses) than singles; pairs and singles conducted same critical experiments, but pairs exploited the findings; scientific discovery facilitated by collaboration</td>
</tr>
<tr>
<td>Chen and Klahr (1999)</td>
<td>Grades 2, 3, and 4</td>
<td>Spring task, slopes task, sinking objects task, paper and pencil tasks (natural and social science domains)</td>
<td>Explicit and implicit training of the control-of-variables (CVS) strategy</td>
<td>Direct instruction, but not implicit probes, improved children’s ability to design unconfounded experiments; CVS resulted in informative tests which facilitated conceptual change; ability to transfer learned strategy increased with age</td>
</tr>
</tbody>
</table>

*Note. a SDDS, Scientific discovery as dual search. b LOGO is a programming language required to operate the BigTrak robot. c Experiments 1 and 2 were reported in Klahr and Dunbar (1988); therefore, only the main findings from Experiment 3 (participants in Grades 3–6) are discussed.*
belief, to have difficulty disconfirming prior beliefs, and to be unsystematic in recording plans, data, and outcomes (Dunbar & Klahr, 1989; Klahr et al., 1993; Kuhn et al., 1992, 1995; Penner & Klahr, 1996a; Schauble, 1990, 1996; Schauble & Glaser, 1990; Schauble et al., 1991b). In microgenetic studies, though, children in Grades 5 and 6 typically improve in the percentage of valid judgments, valid comparisons, and evidence-based justifications with repeated exposure to the problem-solving environment (Kuhn et al., 1992, 1995; Schauble, 1990, 1996; Schauble et al., 1991b). After several weeks with a task, fifth- and sixth-grade children will start making exclusion inferences and indeterminacy inferences (i.e., that one cannot make a judgment about a confounded comparison) and not focus solely on inclusion or causal inferences (Schauble, 1996). They begin to distinguish between an informative and an uninformative experiment by attending to or controlling other factors.

Adults were also influenced by prior beliefs, but less so than children in Grades 3 through 6. They tend to make both inclusion and exclusion inferences and make more valid comparisons by using the VOTAT strategy. While children would jump to a conclusion after a single experiment, adults typically needed to see the results of several experiments. Rather than ignoring inconsistencies, adults tried to make sense of them. Adults were more likely to consider multiple hypotheses (e.g., Dunbar & Klahr, 1989; Klahr et al., 1993). For children and adults, the ability to consider many alternative hypotheses was a factor contributing to success (Schauble et al., 1991a). What is somewhat problematic, however, was that adults often displayed many of the characteristics of children when the task complexity was changed (Schauble & Glaser, 1990). This finding leaves the question of what exactly is involved in the development of scientific reasoning skills.

Given a novel problem-solving environment, both children and adults display intraindividual variability in strategy usage. That is, multiple strategy usage is not unique to childhood or periods of developmental transition (Kuhn et al., 1995). A robust finding in microgenetic studies is the coexistence of multiple strategies, some more or less advanced than others (Kuhn et al., 1992; Schauble, 1990; Siegler & Crowley, 1991; Siegler & Shipley, 1995). The existence of multiple strategies should not be surprising for scientific reasoning tasks, given the different phases of scientific discovery. However, within the experimentation and evidence evaluation phases, multiple strategies coexist. Developmental transitions do not occur suddenly, that is, participants do not progress from an inefficient or invalid strategy to a more advanced strategy without ever returning to the former. For example, when isolating variables for a particular experiment, individuals typically do not switch abruptly from the less valid strategies of “‘Hold One Thing At a Time’” (HOTAT) and “‘Change All variables’” (CA) to the valid strategy of “‘Vary One Thing At a Time’” (VOTAT). Rather, the repeated exposure to a problem results in participants’ dissatisfaction with strategies that do not
result in progress. New strategies begin to develop, but they do not immediately replace less effective strategies.

With respect to inferences based on evidence, valid inferences were defined as inferences of inclusion (i.e., that a variable is causal) or exclusion (i.e., that a variable is not causally related to outcome) that were based on controlled experiments and included both levels of the causal and outcome variables (e.g., Kuhn et al., 1992, 1995; Schauble, 1990, 1996; Schauble et al., 1991b). Even after discovering how to make inferences under these conditions, participants often have difficulty giving up less-advanced inference strategies such as false inclusion and exclusion inferences that are consistent with prior beliefs, are based on a single instance of covariation (or noncovariation) between antecedent and outcome, or are based on one level of the causal factor and one level of the outcome factor (Kuhn et al., 1992; Schauble, 1996). For children and adults, it is more difficult to integrate evidence that disconfirms a prior causal theory than evidence that disconfirms a prior noncausal theory. The former case involves a restructuring of a belief system, while the latter involves incorporating a newly discovered causal relation (Holland et al., 1986; Koslowski, 1996). The experimentation and inference strategies selected depend on the prior theory and whether it is causal or noncausal.

The increasing sophistication of scientific reasoning, whether in children or adults, seems to involve both strategy changes and the development of knowledge. There is a dynamic interaction between the two, that is, the changes in knowledge and strategy “bootstrap” each other: “appropriate knowledge supports the selection of appropriate experimentation strategies, and the systematic and valid experimentation strategies support the development of more accurate and complete knowledge” (Schauble, 1996, p. 118). In one of the few studies comparing children (Grade 4) and adults directly, Kuhn et al. (1995) demonstrated that strategy development followed the same general course in children and adults (but that adults outperformed children) and that there were no developmental constraints on “the time of emergence or consolidation of the skills” involved in scientific reasoning (p. 102). One implication is that researchers can trace the development of these skills in children, adults, and professional scientists (e.g., Dunbar, 1995). True cross-sectional approaches, however, have not yet been pursued and we are thus left with snapshots of behavior of school children and adults.

The development of multiple strategy use in scientific reasoning mirrors development in other academic skills, such as math (e.g., Bisanz & LeFevre, 1990; Siegler & Crowley, 1991; Siegler & Shrager, 1984), reading (e.g., Perfetti, 1992), and spelling (e.g., Varnhagen, 1995; Varnhagen, McCallum, & Burstow, 1997). That is, multiple strategies coexist for solving mathematical problems and sounding out or spelling unfamiliar words. Researchers who study these academic skills have focused on the set of strategies that
children use, changes in relative frequency of strategies, changes in effectiveness of execution, and changes in acquisition of new strategies (Siegler, 1995; Siegler & Shipley, 1995).

Individual Differences

Theorists versus experimenters. Simon (1986) noted that individual scientists have different strengths and specializations, but the “most obvious” is the difference between experimentalists and theorists (p.163). Bauer (1992) also noted that despite the great differences among the various scientific disciplines, within each there are individuals who specialize as theorists or experimenters. Klahr and Carver (1995) observed that “in most of the natural sciences, the difference between experimental work and theoretical work is so great as to have individuals who claim to be experts in one but not the other aspect of their discipline” (p. 140).

Klahr and Dunbar (1988) first observed strategy differences between theorists and experimenters in adults. Individuals who take a theory-driven approach tend to generate hypotheses and then test the predictions of the hypotheses or, as Simon (1986) described, “draw out the implications of the theory for experiments or observations, and gather and analyse data to test the inferences” (p. 163). Experimenters tend to make data-driven discoveries, by generating data and finding the hypothesis that best summarizes or explains that data.

Dunbar and Klahr (1989) and Schauble (1990) also found that children conformed to the description of either theorists or experimenters. In a number of studies, success was correlated with the ability to generate multiple hypotheses (e.g., Schauble et al., 1991a) and, in the Smithtown simulation, the theorists were more successful than the experimenters (Schauble & Glaser, 1990). In the “black boxes task,” because of task constraints, the systematic generation of all combinations does not guarantee success (Schauble et al., 1992). The participant’s goal was to hook up black boxes to a test circuit with light bulbs in order to identify the component inside each of 10 boxes. Participants needed at least some minimal understanding of electric circuits to determine that one of the components needs to be a battery in order to determine the contents of the other black boxes (e.g., resistors, wires). Therefore, experimentation must be, at least in part, theory-driven to succeed on this task. The general characterization of some participants as “theorists” — and that a theory-driven approach can lead to success in discovery contexts — lends support to the idea that inadequate accounts of the development of scientific reasoning will result from studying experimentation or evidence evaluation in the absence of any domain knowledge or under instructions to disregard prior knowledge.

Scientists versus engineers. Research by Tschirgi (1980) initially suggested the possibility that the participant’s goal could affect the choice of experimentation strategy. Recall that participants (adults and children in
Grades 2, 4, and 6) were to decide the types of ingredients (e.g., sweetener: sugar vs. honey) that would produce a good or a bad cake. For good outcomes, a less valid HOTAT strategy was used. For bad outcomes, the more valid VOTAT strategy was used. Schauble (1990) also noted that fifth- and sixth-grade children often behaved as though their goal was to produce the fastest car in the Daytona microworld rather than to determine the causal status of each of the variables.

Schauble et al. (1991b) addressed the issue of goals by providing fifth- and sixth-grade children with an “engineering context” and a “science context.” They suggested that some aspects of children’s and adults’ performance on scientific reasoning tasks could be elucidated by a consideration of what the participant believed the goal of experimentation was. Children worked on the canal task (an investigation in hydrodynamics) and the spring task (an investigation of hydrostatics).

When the children were working as scientists, their goal was to determine which factors made a difference and which ones did not. When the children were working as engineers, their goal was optimization, that is, to produce a desired effect (i.e., the fastest boat in the canal task, and the longest spring length in the springs problem). When working in the science context, the children worked more systematically, by establishing the effect of each variable, alone and in combination. There was an effort to make inclusion inferences (i.e., an inference that a factor is causal) and exclusion inferences (i.e., an inference that a factor is not causal).

In the engineering context, children selected highly contrastive combinations and focused on factors believed to be causal, while overlooking factors believed or demonstrated to be noncausal. Typically, children took a “try-and-see” approach to experimentation while acting as engineers, but took a theory-driven approach to experimentation when acting as scientists. These findings support the idea that researchers need to be aware of what the participant perceives the goal of experimentation to be: optimization or understanding.

Sophistication of causal model. In the Voltaville study, Schauble et al. (1992) examined the change in college students’ models of circuits and electrical components (all were nonscience students). An initial task with circuit components, the “black box task,” was used to categorize students according to the sophistication of their initial conceptual models. There were four levels of causal models. Over the course of 5 weeks, the students were to conduct experiments in the Voltaville simulation to determine as many laws or principles of electricity as possible.

Based on knowledge gains, college students were also categorized as good or poor learners. All of the good learners began with more sophisticated conceptual models. Good learners generated and stated many alternative hypotheses. Good learners also conducted more controlled experiments (33%) and conducted a broader and deeper search of experiment space. Of-
ten, good learners would test the generality of a causal relationship once discovered and based their generalizations on a sufficient quantity of evidence. Poor learners conducted fewer controlled experiments (11%) and were unsystematic and incomplete in their search of experiment space. Differences were also apparent in the systematicity of data recording. Poor learners made goal-oriented plans for only 15% of their experiments and recorded the results of 52% of their experiments. Good learners recorded goal-oriented plans and experimental results for 46 and 79% of their experiments, respectively.

Schauble et al. (1992) also found differences in conceptual models resulted in different strategies for generating evidence, interpreting evidence, and data management. It is important to highlight that it was not the case that the college students with more sophisticated models simply knew more about electricity concepts. These students did not “know” the answers, but they did learn more. And those who made the greatest knowledge gains spontaneously used more valid experimentation strategies. One of the key differences between the good and poor learners was the ability to use disconfirming information. Students with more sophisticated conceptual models attempted to make sense of unexpected or disconfirming evidence. Dunbar (1993) also found that university students who were able to discover the mechanisms of gene control in a simulated molecular biology laboratory were the ones who attempted to make sense of evidence that was inconsistent with a current hypothesis.

Kuhn et al. (1995) found differential performance for physical domains (i.e., microworlds involving cars and boats) and social domains (i.e., determining the factors that make TV shows enjoyable or make a difference in students’ school achievement). Performance in the social domains was inferior for both children in the fourth grade and adults (community college students). The percentage of valid inferences was lower than that for the physical domains, participants made very few exclusion inferences (i.e., the focus was on causal inferences), and causal theories were difficult to relinquish, whether they were previously held or formed on the basis of the experimental evidence (often insufficient or generated from uncontrolled comparisons). Kuhn et al. (1995) suggested that adults and fourth graders had a richer and more varied array of existing theories in the social domains and that participants may have had some affective investment in their theories about school achievement and TV enjoyment, but not for their theories about the causal factors involved in the speed of boats or cars.

SUMMARY AND CONCLUSIONS

I outlined three main reasons why a review of the literature on the development of scientific reasoning is timely. First, there has been increasing interest in the “psychology of science,” as evidenced by recent integrative reviews by Feist and Gorman (1998) and Klahr and Simon (1999). The breadth and
scope of those reviews precluded a detailed examination of the literature on the development of scientific reasoning. The present review contributes to these efforts to establish the psychology of science as a thriving subdiscipline.

My second goal was to provide an overview of the major changes that have occurred in the study of scientific reasoning. The empirical study of experimentation and evidence evaluation strategies has undergone considerable development. Early attempts to study domain-general skills implicated in scientific reasoning focused on particular aspects of scientific discovery. The role of prior knowledge was minimized by using knowledge-lean tasks (e.g., Siegler & Liebert, 1975; Wason, 1960) or by instructing participants to disregard their prior knowledge (e.g., Kuhn et al., 1988; Shaklee & Paszek, 1985). Recent approaches to the study of inductive causal inference situate participants in a simulated discovery context, in which they discover laws or generalities in the multivariable causal system through active experimentation. The development of both strategies and conceptual knowledge can be monitored. These two aspects of cognition bootstrap one another, such that experimentation and inference strategies are selected based on prior conceptual knowledge of the domain. These strategies, in turn, foster a deeper understanding of the system via more sophisticated causal models, which (iteratively) foster more sophisticated strategy usage. Participants discover and use both invalid strategies (e.g., HOTAT and CA isolation-of-variables, false inclusion and exclusion inferences, inferences based on single instances or one level of a variable, and justifications that appeal to prior theories) and valid strategies (e.g., inclusion and exclusion inferences based on VOTAT and multiple observations and justifications that appeal to experimental evidence).

Klahr and Dunbar (1988) acknowledged that the separation between knowledge and strategy in scientific reasoning was and is highly artificial and posited a framework to integrate these knowledge types. Psychological research in general has been influenced by the idea that it is difficult to study context-free cognition. For example, one of the most robust findings in the reasoning literature is the facilitative effects of semantic content (e.g., Almor & Sloman, 1996; Cheng & Holyoak, 1985, 1989; Cosmides, 1989; Cummins, 1995, 1996; Cummins, Lubart, Alksnis, & Rist, 1991; Evans & Over, 1996; Girotto, 1990; Girotto & Politzer, 1990; Hawkins, Pea, Glick, & Scribner, 1984; Klaczynski, Gelfand, & Reese, 1989; Lawson, 1983; Markovits & Vachon, 1990; Oaksford & Chater, 1994, 1996; O’Brien, Costa, & Overton, 1986; Overton, Ward, Noveck, Black, & O’Brien, 1987; VanLehn, 1989; Ward & Overton, 1990; Wason & Johnson-Laird, 1972). That is, the substitution of concrete rather than abstract content affects performance on tasks involving categorical syllogisms or conditional reasoning. Given the repeated demonstrations of the effect of knowledge on reasoning, it appears that an approach designed to minimize prior knowledge, or one that instructs
participants to disregard prior knowledge, will do little to inform us of the nature or development of reasoning in general, and inductive scientific reasoning in particular, especially given that a primary goal of scientific investigation is to extend and elaborate our knowledge of the world.

My third goal was to review the integrative approaches to scientific reasoning in order to demonstrate to researchers in science education that developmentalists have been studying “situated cognition.” Strauss (1998) asserted that “Traditional cognitive developmental psychologists often choose to investigate the development of concepts located at a level of mental organization that is so general and deep, and so tied to phylogenetic selection that it is virtually unchangeable” (p. 360). The studies reviewed here illustrate that this assertion is overstated. In fact, Siegler (1998) has written about the “main themes” that pervade the contemporary study of cognitive development. One of the themes that has emerged is that children are far more competent than first suspected, and likewise, adults are less so. This characterization describes cognitive development in general and scientific reasoning in particular.

. . . The complex and multifaceted nature of the skills involved in solving these problems, and the variability in performance, even among the adults, suggest that the developmental trajectory of the strategies and processes associated with scientific reasoning is likely to be a very long one, perhaps even lifelong. Previous research has established the existence of both early precursors and competencies . . . and errors and biases that persist regardless of maturation, training, and expertise. (Schauble, 1996, p.118)

Contrary to Strauss’s impression, a significant number of developmental psychologists have focused their efforts on the study of cognitive development and its relation to academic skills (Siegler, 1998). For over 2 decades, the academic skills of primary interest have been the traditional “R’s”: reading, writing, and arithmetic (e.g., Gibson & Levin, 1975). These are considered the basic skills that children learn in school. In contrast, science typically is taught as though it were a content domain like Social Studies or History. It is my assertion that the research reviewed here suggests that it is possible to teach both of the key features of science, that is, the content of the scientific disciplines (e.g., biology, physics) and the experimentation and evidence evaluation skills. Gibson and Levin (1975) asked “Could we do research that would, in the end, help children learn to read?” (p. xi). I suggest that researchers in scientific reasoning have been progressing toward research that could help children to become better science students and scientifically literate adults (whether or not they become professional scientists). There has already been movement in this direction. For example, Chen and Klahr (1999) have examined the effects of direct and indirect instruction of the control-of-variables (CVS) strategy. Direct instruction about CVS improved children’s ability to design informative experiments which in turn facilitated conceptual change in a number of domains. Raghavan and her colleagues
have used simulated discovery environments similar to those discussed here in the model-based analysis and reasoning in science (MARS) curriculum. In the MARS curriculum, experimentation skills (e.g., prediction, manipulation of variables) and evidence evaluation are used to foster an understanding of fundamental scientific concepts such as force and mass. Perhaps it is time to reconsider the core academic skills and focus on at least four ‘‘R’s’’: reading, writing, arithmetic, and scientific reasoning and, moreover, to situate these skills within meaningful content domains.
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